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Abstract: The invent of Web 2.0 has enabled building of state of the art web applications including sophisticated search 

engines. The web applications are capable of providing domain specific search which enables end users to gain access to 

required data quickly. However, the results might be bulky and may not be relevant to the user-intended results. In other 

words users have to spend some time browsing results for finding required information. To overcome this problem many 

ranking algorithms came into existence. The ranking algorithms help users to find required results quickly. But the ranking 

models in the existing work were built based on broad-based ranking which is not useful for other domains. Recently Geng 

et al. proposed a ranking model adaption framework which can adapt to various domain specific searches. They used SVM 

for building ranking model. In this paper we built a prototype application that demonstrates ranking model adaption using a 

novel ranking model meant for ranking the search results besides adapting to new domains. The experimental results 

revealed that the proposed application is useful in searching data across the domains.  

  
Index Terms: Ranking model, domain specific search, SVM, model adaptation 

 

I. INTRODUCTION 

Data mining has been around for performing various data 

mining operations. There are many techniques that can be 

used to discover knowledge from OLTP data. With the 

invent of Web 2.0 technologies, it is possible that the web 

applications are supporting search options that can be used 

to search domain specific data. Such search engines return 

huge number of records. All the records may not be relevant 

to end users. User has to spend his valuable time in order to 

search for required information. This kills the time of users. 

To overcome this drawback all search engines like Google, 

Yahoo, others employ a mechanism to present results based 

on ranking. However, the ranking model used by them is 

domain specific and can’t be adapted to new domains. 

Especially the general search engines provide broad – based 

search that can’t be directly used when user needs 

information from various domains. There are many 

approaches for ranking the results. For instance Ranking 

SVM [1], [2], RankBoost [3], LambdaRank [4], RankNet [5] 

and ListNet [6]. These ranking models are used in various 

real world applications for improving search results. 

However they are domain specific can can’t be adapted to 

new domains easily.  

 

Many information retrieval systems also use some 

mechanisms to present results to end users. Term frequency  

 
 

is used in case of ranking of documents based on the content 

of the documents. These models are also broad-based. These 

models cannot cope with the data of various domains. 

However, creation of different ranking models for different 

domains is not a suitable solution. Lexical analysis is also 

used by the information retrieval systems to fill the semantic 

gap between the search word and the results retrieved by 

them. For this reason model adaption is essential. There are 

many researches on this aspect. They include [7], [8], [9], 

and [10] that did not focus on the adaptation of domain 

specific search. In [11] concept drifting and classifier 

adaptation concepts are explored. These concepts also can’t 

adapt to new domains easily. This is because the data of 

each domain is different along with metadata. Recently 

Geng et al. [12] built a ranking model which can adapt to 

new domains. It is something different from other aspects 

like classifier adaptation or data adaptation. They developed 

adaptive SVM for the purpose.  

 

In this paper we proposed a novel algorithm for ranking 

model adaptation. This algorithm helps improve the results 

when compared with the technique proposed in [12]. The 

rest of the paper is structured as follows. Section 2 focuses 

on review of literature. Section 3 provides information about 

the new ranking adaptation model. Section 4 gives details 
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about the experiments, results and evaluation while section 5 

provides conclusions.  

 

II. PRIOR WORKS 

In literature prior works on the ranking models are found. 

However, many of them have a common thread that is they 

are almost either domain specific or broad based. The 

domain specific approaches can’t be adapted to new 

domains. The broad based search facilities also can’t cope 

with new domains easily. In this context, this section 

explores various developments in the area of ranking models 

for search engines. All such search engines deal with 

information retrieval [13], [14]. These models have certain 

limitations. For this reason they can’t adapt to new domains. 

This is because they need certain parameters to be changed 

and the underlying logic won’t work with new datasets. 

With respect to ranking many ranking algorithms were 

found in the literature [4], [5], [6], [3], and [1].  

Recently Geng et al. [12] presented a framework that has 

built in ranking model adaptation mechanism that helps to 

switch to different domains without modifying the basic 

ranking model. The new datasets can be used to work with 

that for ranking. It does mean that the users can switch 

between domains with the same framework for domain 

specific search. This kind of vertical search is very useful to 

end users as it can serve their information needs effectively. 

Some ranking model work is found in [15], [7], [16], and 

[9]. However, they are not close to the work done in [12]. 

Cross domain video detection algorithm was presented in 

[9]. The algorithm in [9] and [12] is known as adaptive 

SVM. The adaptive SVM is capable of supporting ranking 

model that can be adapted to various domains.  

 

III. PROPOSED FRAMEWORK RANKING 

MODEL ADAPTATION 

In this paper we design and implement a new ranking model 

adaptation algorithm which is based on SVM and AdaBoost. 

However this work is influenced by [12]. We have mixed the 

functioning of SVM presented in [12] and the AdaBoost 

algorithm for better performance. SVM (Support Vector 

Machine) is a machine learning algorithm that is used for 

ranking the results of search. This algorithm is widely used 

for classification of objects. In this paper is it used to rank 

search results. AdaBoost is an algorithm for boosting any 

other learning algorithms. SVM can be used along with 

AdaBoost. In our framework we combined both AdaBoost 

and SVM for ranking model adaptation. The results are 

compared with the ranking model adaption framework 

proposed in [12].  

 

Prototype Application 

A web based prototype application is built in Java platform. 

The technologies used include Servlets and JSP. The 

environment used for developing the prototype is a PC with 

4GB RAM, Core 2 Dual processor running in Windows 7 

operating system. NetBeans IDE is used for rapid 

application development.  

 

IV. EXPERIMEENTAL RESULTS 

Experiments are done on datasets collection from Internet 

sources. The datasets include TD2003 and TD2004. These 

datasets are also used for demonstrating proof concept for 

ranking adaption to different domains. The model tested 

with one data set will also work with other data set as the 

proposed model can adapt to different domains. With 

AdaBoost algorithm the SVM’s performance is improved 

further. Therefore the results revealed that the proposed 

framework shows better performance when compared with 

[12]. More information about ranking model adaption 

concepts and empirical work can be found in [12]. The 

results of proposed framework are compared with that of 

[12].  

 

Fig. 1 - TD2003 to TD2004 adaptation with five queries 

As can be seen in fig. 1, adaptation comparison is made 

between datasets TD2003 and TD2004. The proposed 

framework is compared with that of RA-SVM. The results 

reveal that the proposed approach outperforms RA-SVM.  

 

Fig. 2 - TD2003 to TD2004 adaptation with ten queries 

As can be seen in fig. 2, adaptation comparison is made 

between datasets TD2003 and TD2004. The proposed 
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framework is compared with that of RA-SVM. The results 

reveal that the proposed approach outperforms RA-SVM.  

 

Fig. 3 – NDCG Results of web page search to image search 

adaptation with five labeled queries 

As can be seen in fig. 3, adaptation comparison is made 

between datasets TD2003 and TD2004. The proposed 

framework is compared with that of RA-SVM. The results 

reveal that the proposed approach outperforms RA-SVM.  

 

Fig. 4 – NDCG Results of web page search to image search 

adaptation with ten labeled queries 

As can be seen in fig. 4, adaptation comparison is made 

between datasets TD2003 and TD2004. The proposed 

framework is compared with that of RA-SVM. The results 

reveal that the proposed approach outperforms RA-SVM.  

 

Fig. 5 – NDCG Results of web page search to image search 

adaptation with twenty labeled queries 

As can be seen in fig. 5, adaptation comparison is made 

between datasets TD2003 and TD2004. The proposed 

framework is compared with that of RA-SVM. The results 

reveal that the proposed approach outperforms RA-SVM.  

 

Fig. 6 – NDCG Results of web page search to image search 

adaptation with thirty labeled queries 

As can be seen in fig. 6, adaptation comparison is made 

between datasets TD2003 and TD2004. The proposed 

framework is compared with that of RA-SVM. The results 

reveal that the proposed approach outperforms RA-SVM.  
V. CONCLUSION 

In this paper we implemented a new ranking model 

adaptation framework which combines the SVM and 

AdaBoost algorithms. The framework is built in such a way 

that it can be adapted to different domains. The domain 

specific search is possible without building different ranking 

models for different domains. This can’t be achieved with 

domain specific search engines and broad based searching 

algorithms. Our decision to use AdaBoost along with SVM 

for ranking has shown positive results. We also built a 

prototype application with web based interface which 

demonstrates the proof of concept. The application is tested 

with data sets such as TD2003 and TD2004. The empirical 

results revealed that the proposed framework is adaptive to 

different domains.  
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